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Executive Summary

The Hardware- and Network-Enhanced Software Systems for Cloud Computing (HARNESS) project
aims to advance the state-of-the-art in cloud data centres to enable cloud providers to profitably offer
and manage the tenancy of specialised hardware technologies, while also enabling software developers
to seamlessly, flexibly and cost-effectively integrate these technologies with their cloud-hosted applica-
tions.

This report offers a state-of-the-art analysis of cloud computing, separated into the key research
areas of HARNESS, namely platform-as-a-service (PaaS), computation, communication and storage.
It highlights the current limitations of each area in terms of scalability, heterogeneity, resource man-
agement and sharing, and performance. Looking specifically at current cloud platform offerings, most
infrastructure providers offer their own in-house PaaS components. However, a number of innovative
third parties provide PaaS offerings that cover multiple infrastructure providers. That said, support for
specialised resources, and applications that can benefit, is not currently provided at the PaaS layer, most
likely because of the complexity involved in their deployment and use, as well as the simple fact that
they represent non-commodity investments.

Tenant over-provisioning to guarantee quality of service (QoS), coupled with the limited resource
sharing options that exist in current clouds, lead to cloud providers not being able to fully exploit their
infrastructure. In terms of performance, while cloud providers can offer considerable performance im-
provements for embarrassingly parallel applications, accelerated services are currently not directly avail-
able to tenants and, instead, are under the control of experts of the cloud provider. Within typical data
centres, the network is provisioned in a tree-like structure, with edge switches at the edge of the tree and
core switches at the root, and with links often over-provisioned. Such an infrastructure can result in high
maintenance costs for the various switches and an inability to accommodate application-specific traffic
patterns among servers.

Cloud providers usually offer limited choices from three categories of storage solutions: databases,
file-based storage, and block-based storage. Elasticity is provided as vertical scaling for databases,
and vertical and horizontal scaling for file-based storage. In the case of block-based storage, vertical
scalability is limited by physical device sizes. Most providers offer storage based on both hard disk
drive (HDD) and solid-state drive (SSD) devices. Many abstract based on performance, which can
depend on the chosen cloud provider and on options selected by the tenant. Usually, storage solutions
are implemented using standard open-source software, facilitating easy vendor migration.

Looking at past and present EC FP projects, this report identifies possibilities for technology transfer.
While there are a number of projects targeting complementary PaaS and cloud management, which may
provide a solid foundation, none of the projects specifically address the challenges of efficiently hosting
applications in heterogeneous cloud environments. Computation-related projects provide insight into the
programming models, design flows, real-time resource management and how to efficiently exploit re-
configurable devices in heterogeneous environments, but none address this within a cloud environment.
Existing networking projects can be exploited for the management and/or programming of networking
resources, while other projects can be useful to infer the correct interfaces for programming network
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devices. However, the networking requirements within HARNESS are fundamentally different and it
will therefore be highly unlikely that current interfaces defined in these projects can be used. Looking
at storage, previous and on-going FP projects typically concentrate on high-level abstractions for data
access and computational storage, while there are a number that address storage densities for rotating
disks and non-volatile random access memory (NVRAM).

The general requirements presented in the report cover the key technologies that will be developed
within HARNESS. For each technical area the report states how past and present FP projects relate
or may possibly contribute to fulfilling these requirements, and also shows how the state-of-the-art is
improved by the HARNESS requirements.

Requirements for the PaaS layer will ensure it is capable of executing applications on heterogeneous
computation, communication and storage resources. Providing mechanisms for flexible specification of
applications will also enable dynamic resource allocation for applications to meet requirements such
as cost, resource usage and service-level agreement (SLA) constraints. This will also allow the cloud
operator to manage applications to meet its objectives for load-balancing, resource utilisation, energy
efficiency, and the like.

Requirements for the computation layer aim at ensuring the platform is informed of the available
computational resources. It will also provide characterisation of heterogeneous applications so that run-
time benefits can be ascertained and the platform can make informed decisions on application placement.
Once placement decisions have been provided by the platform, the computational layer will then aim
to optimise the use of resources according to the constraints provided. It will also provide monitoring
data to the platform to support the placement decisions, and provide functionality to enable the shared
use of heterogeneous resources such as data-flow engines (DFEs) and field-programmable gate arrays
(FPGASs). Finally, the computational layer will also provide a compiler infrastructure for deriving multi-
target design variants, reducing time-to-market of accelerated services for cloud tenants and enabling
the tailoring of designs for particular requirements to provide a level of elasticity for heterogeneous
resources.

Communication requirements will ensure that the platform layer is informed of available networking
resources and capacity, and supported additional functionality for in-network processing and expected
performance. The network layer will also allow the platform layer to allocate resources for applications
and report network resource usage. Support for programmable networking will also require an interface
is provided for leveraging network processing units (NPUs) and ensuring verification of NPUs.

The storage layer aims to provide various storage solutions with different performance profiles to
meet differing application requirements, while also providing this information to the platform layer.
This necessitates the mapping of several application requirements to singular devices, which will provide
lower costs to tenants, but will require addressing the challenges of ensuring performance per application
and implementing optimal mapping of reservations to devices.

The outlined requirements concentrate on the goals of the HARNESS project and involve much
innovation. In meeting these requirements the project will develop the use of heterogeneous resources
in cloud computing and considerably advance the state-of-the-art in cloud computing.
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1 Introduction

1.1 Purpose and Outline of Report

This report documents the general requirements identified for the Hardware- and Network-Enhanced
Software Systems for Cloud Computing (HARNESS) platform from an analysis of the state-of-the-art
and relevant FP7 projects. This task extends the initial state-of-the-art analysis to identify requirements
for the HARNESS platform that can be established from existing literature and projects.

In this first chapter, the key concepts of the project are introduced, highlighting the HARNESS vi-
sion and project objectives. Chapter 2 addresses the state-of-the-art in cloud computing with a focus
on the key technology areas within the HARNESS project, namely cloud platforms, computation, com-
munication and storage. Chapter 4 provides an overview of relevant projects, again covering the key
technology areas, with a focus on FP7 projects and how past and present FP7 projects can relate and
contribute to fulfilling HARNESS requirements. Chapter 3 presents the HARNESS general require-
ments, a description of each with details on Innovation, importance and dependencies along with task
relationships. Chapter 5 concludes the document.

1.2 Concepts and Objectives

Cloud computing is reshaping the I'T landscape, with increasingly large numbers of businesses, govern-
ments, and scientists seeking to offload mission-critical applications to third-party data centre providers.

Today, the dominant approach to constructing data centres is based on the assembly of large num-
bers of relatively inexpensive personal computers, interconnected by standard IP routers and supported
by stock disk drives. This is consistent with the current business model for cloud computing, which
leverages commodity computation, communication, and storage to provide low-cost application host-
ing. Taken together, the resources offered by cloud providers constitute a platform upon which to
execute applications. The efficacy of this platform-as-a-service (PaaS) depends upon the provider’s
ability to satisfy a broad range of application needs while at the same time capitalising on infrastructure
investments by making maximal use of the platform’s resources.

This allocation and optimisation problem exists whether the cloud data centre is operated for public
use, as done by Amazon, Microsoft, and many smaller players, or for private use, such as by financial and
government institutions. Two key concepts underlying the cloud data centre allocation and optimisation
problem are managed multi-tenancy and elasticity. The first concept captures the idea that the provider
must accommodate and reconcile the resource needs of several applications simultaneously, while the
second captures the idea that an application’s allocation of resources should grow and shrink over time.
At play here are many conflicting concerns, principally application requirements, resource capacity and
availability, and pricing (again, whether billed externally or internally).

In trying to solve this problem, providers are naturally led to a platform design that abstracts and ho-
mogenises, which explains today’s ubiquitous platform elements: virtualisation, simple key/value stores
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and distributed file systems, map/reduce data-flow computational structures, service-oriented architec-
tures, and the like.

Despite continuing efforts to refine and improve this basic foundation through numerous research
and innovation programmes, cloud data centre providers are realising that a fundamental limit has been
reached in the ability of traditional application scaling alone to adequately achieve specific perfor-
mance, availability, and cost requirements for many important applications. This limit is threatening
the broader adoption of cloud computing, and thereby threatening the market for cloud services. Data
centre providers must therefore rethink and reformulate the foundations of their computing platform,
and look to radical new ways of satisfying application requirements.

The seed for a new approach can be found in the emergence of innovative hardware and net-
work technologies. These technologies span from computational devices, such as data-flow engines
(DFEs) utilising field-programmable gate arrays (FPGAs) and general-purpose graphics processing
units (GPGPUs), to new communication fabrics such as programmable routers and switches, to new
storage devices and approaches, such as solid-state drives (SSDs) and phase-change memorys (PCMs).

Advanced hardware and network technologies for improving computation, communication, and stor-
age have yet to be integrated into cloud computing platforms. The simple reason is that they break the
abstract, homogeneous, and commodity nature of today’s PaaS computing model. The exception that
perhaps best proves this rule can be found in Amazon’s recent offering of direct access to the GPG-
PUs installed on some of its data centre servers [S]. Application developers can choose to implement
(portions of) their applications for execution in the standard CPU environment or in the highly parallel
and non-traditional GPGPU environment. But they must make this choice explicitly, adopt radically
different designs for each case, and find ways to manage the allocation of the resources themselves.
This substantially increases the cost and complexity of application development, shifts some amount of
responsibility for resource management from the cloud provider back onto the application operator, and
significantly reduces the flexibility of the cloud provider to optimally manage multiple tenants.

We can summarise the current situation by observing that the existing model of the cloud data centre
is a barrier to the adoption and exploitation of the newest generation of computing technologies. These
technologies offer significant benefit to end users and society at large in terms of reduced costs, re-
duced energy use, and increased performance. However, they also present enormous challenges to both
application developers and cloud operators to deliver this benefit.

1.3 HARNESS Vision

HARNESS aims to advance the state of the art in cloud data centre design so that:

1. cloud providers can profitably offer and manage the tenancy of specialised hardware and network
technologies, much as they do today’s commodity resources; and

2. software developers can seamlessly, flexibly, and cost-effectively integrate specialised hardware
and network technologies into the design and execution of their cloud-hosted applications.

To realise this goal, we plan to develop an enhanced cloud PaaS software stack that not only incorporates
a wide variety of specialised technologies, but embraces the heterogeneity (of performance and of cost)
that those technologies embody. These resources offer a much richer, but also more complex, context
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Figure 1.1: Overview of the HARNESS approach.

in which to make price/performance trade offs, bringing wholly new degrees of freedom to the cloud
resource allocation and optimisation problem. Further, those trade offs are inherently time dependent
and time critical, with the dynamic goals and behaviour of the application, the user, the other cloud
tenants, and the cloud provider all intersecting and sometimes conflicting through time.

In our vision, depicted in Figure 1.1, a demanding cloud application consists of a number of com-
ponents, some of which can have multiple, alternative implementations that exhibit different resource
demands, performance characteristics, and cost. Applications express their computing needs to the cloud
platform, as well as the price they are prepared to pay for various levels of service. This expression of
needs and constraints builds upon what can be expressed through today’s simple counts of virtual ma-
chines (VMs) or amounts of storage, to encompass the specific and varied new factors characteristic of
specialised hardware and network technologies.

The cloud platform will have access to a variety of resources to which it can map the components of
an application. Resources include standard VMs, commodity CPUs, and stock disk stores, of course, but
also specialised devices such as various types of high-end FPGA-based DFEs and GPGPUs, network
appliances, and advanced storage media such as SSDs. A flexible application may potentially be de-
ployed in many different ways over these resources, each option having its own cost/performance/usage
characteristics.

Our approach operates at three levels. At the lowest level are the specialised technologies them-
selves. These are virtualised into the computation, communication, and storage resources available at
the next level. The platform level at the top provides a management and programming abstraction to
applications. The idea is to provide flexibility to the platform as to which and how many resources
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within a category are used and when, and to separate that concern from the low-level deployment and
monitoring of the concrete elements.

Overall, the platform is charged with making informed decisions as to the optimal deployment that
can simultaneously satisfy tenant applications (e.g., performance and price) and the cloud provider (e.g.,
profitability or energy efficiency). We see these deployment decisions taking place upon application
start up or at well-defined points during execution (i.e., as a dynamic re-deployment or reconfiguration).
The optimal deployment may thus change at run time based on dynamic criteria such as variations in
the workload, changing performance expectations, and the spot price and availability of specialised
computing devices.

Instead of exposing heterogeneity at the bare device level (as done today, for example, by Amazon
with its GPGPU facility mentioned above), tenants should be able to describe needs and constraints for
their applications, including an indication by when they will require results to be delivered or how much
they are willing to pay, so that the provider, based on the current state of the data centre, can decide
how and when to allocate the appropriate mix of commodity and specialised resources. This will be a
fundamental paradigm shift from the traditional resource-oriented view of cloud computing to one that
we characterise as results oriented. This shift has broad implications and far-reaching consequences for
the design, development, and use of cloud data centres.

1.4 Scientific and Technical Objectives

This section details the main scientific and technical objectives of the HARNESS project.

1.4.1 Models for heterogeneous resources and application characterisation

The first objective is a precise characterisation of the heterogeneous hardware resources used in HAR-
NESS. These include computational resources (e.g., DFEs/FPGAs and GPGPUs), network switches and
routers (e.g., network processing units (NPUs)), and storage systems (e.g., SSDs). The goal is to extract
the key properties of these resources, for example in terms of processing throughput or access latency.
These will be needed to build accurate performance models used during the resource allocation and
optimisation processes.

1.4.2 Development of a management platform for heterogeneous clouds

A key outcome of HARNESS will be to provide a software infrastructure to manage heterogeneous
resources. We envision that this platform will operate at both the resource and data centre levels. At
the resource level, the HARNESS platform will be responsible for executing applications (or parts of
them) on appropriately virtualised heterogeneous resources. At the data centre level, the platform must
manage all resources and mediate between different applications and resources.

1.4.3 Design of new programming interfaces and abstractions

HARNESS will shift away from the traditional, resource-oriented cloud programming models in favour
of results-oriented paradigms, in which tenants specify their application logic and requirements in high-
level languages. This will enable cloud providers to satisfy these requirements by mapping applications

4
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to specific heterogeneous resources using the platform. This requires flexible and efficient programming
interfaces and abstractions. On the one hand, they should be expressive enough to allow applications
to achieve high performance; on the other hand, they must be flexible enough to permit cloud providers
the opportunity to decide at run time which and how many resources to dedicate to a given application,
potentially re-allocating resources when operating conditions (or prices) change. HARNESS will de-
velop two distinct sets of programming interfaces. One will be used by cloud tenants to specify desired
application behaviour in a resource-agnostic fashion. After the resource allocation and optimisation per-
formed by the HARNESS platform, the other, resource-specific programming interfaces will be used by
the platform to deploy and control application components on particular resources, such as DFEs and
software routers.

1.4.4 Support for run-time monitoring, fine-grained resource accounting, and pricing
models

To make decisions about the best mapping of application components to heterogeneous resources, the
HARNESS platform must monitor resource availability and observed application performance. Particu-
lar attention must be devoted to identifying “straggling” resources, that is, ones performing significantly
worse than expected. This is especially relevant for distributed computations, such as MapReduce [26],
whose total completion time is dominated by the slowest task to finish. Resource monitoring ensures that
resources that deviate from their performance targets are identified early and replaced by others through
task re-allocation. Run-time monitoring must also provide fine-grained accounting statistics on resource
usage that can inform the pricing and billing models of the cloud provider. Information about resource
usage must be collected in a scalable fashion and with necessary detail, without impacting application
performance. Pricing models used by cloud providers can then reflect the heterogeneous nature of re-
sources in terms of the widely differing capital and operational expenditures of individual heterogeneous
resources.

1.4.5 Algorithms for heterogeneous resource allocation and optimisation

At the core of the HARNESS approach are algorithms that receive as input the application requirements
and characteristics, the current state of the heterogeneous resources annotated with their performance
models, and the provider’s internal policies and tenant service-level agreements (SLAs), and then output
the set of resources that should be assigned to an application. This resource allocation process is not a
static process, but rather it should run continuously and adapt to changing conditions, such as when new
tasks arrive or resource performance degrades.

1.4.6 Technologies for resource virtualisation and sharing

Closely related to the objective of resource allocation and optimisation is the question of how to share
heterogeneous resources efficiently. This objective involves the development of new approaches for
the efficient and secure virtualisation of heterogeneous resources, including hardware accelerators, pro-
grammable network devices, and storage technologies. HARNESS will address this objective along
three dimensions: scalability, performance isolation, and security.






2 State of the Art in Cloud Computing

In this section we discuss the current state-of-the-art in cloud computing. This is broken down into
four technical areas: platform, computation, communication, and storage. For each area we present the
status quo and highlight the limitations of the technology in terms of scalability, heterogeneity, resource
management and sharing, and performance. It is the purpose of the HARNESS project to address these
limitations; the general requirements to do so are presented in Chapter 3.

2.1 Platform

PaaS refers to a variety of cloud middleware services intended to facilitate the use of cloud infrastructure
resources by application programmers. As such, it covers a wide variety of services, ranging from
elementary components such as load balancers and NoSQL databases, to MapReduce [26] and similar
high-performance computational frameworks, to integrated run-time environments capable of hosting
entire complex applications in the cloud.

e Platform operators. Many cloud infrastructure providers complement their commercial offer
with PaaS components. For example, the Amazon cloud provides services such as RDS [10]
(a relational database service), DynamoDB [6] (a non-relational database service), Elastic
Beanstalk [8] (a Web application container service), and many more. Similarly, Google pro-
vides App Engine [36] (a Web application container service) and Microsoft provides Windows
Azure [52] (an application container service). Acting as both the infrastructure and the platform
service provider offers a number of technical benefits, such as giving low-level monitoring infor-
mation to the platform layer.

However, some of the most innovative PaaS offerings are developed by third-party entities that
exploit computing resources acquired from classical infrastructure-as-a-service (I1aaS) providers.
For example, Heroku [44] provides easy-to-use hosting services for applications written in a large
variety of programming languages. ConPaaS [20, 63] supports applications designed as complex
compositions of elementary elastic services. Separating the platform operator from the infrastruc-
ture provider allows certain platforms to support a variety of underlying cloud infrastructures. For
example, CloudFoundry [19] (developed as open-source software by VMware) obviously supports
VMware’s vSphere virtualisation infrastructure, but it can also run in the Amazon cloud. Simi-
larly, ConPaaS supports the execution of cloud applications across multiple cloud infrastructures.

e Application domains. A vast majority of applications running in the cloud are arguably Web-
based. As a consequence, most of the cloud platform services specifically focus on this particular
domain. Another important application domain in the cloud is high-performance computing (data
mining, scientific applications, etc.). A number of cloud platforms target this type of application
by providing, for example, MapReduce frameworks. Interestingly, although many real-world
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applications combine aspects of a high-performance execution back end and a Web-based front
end, few platforms integrate both functionalities in a single offering.

o Heterogeneity. We are not aware of public platform services that are specifically capable of
exploiting heterogeneity in the cloud. All the well-known PaaS systems rely exclusively on tra-
ditional server, networking, and storage resources [8, 20, 36, 44, 52]. It is clear, however, that
good use of such heterogeneous resources can only increase the scalability and cost-efficiency of
demanding applications. The main expected contribution of the HARNESS project is therefore
to enable cloud applications to benefit from the combined strengths of a variety of heterogeneous
resources in present and future cloud infrastructures.

2.2 Computation

The cloud infrastructure fundamentally hinges on servers, switches, and disks. By abstracting IT ser-
vices from the underlying hardware infrastructure, the cloud platform can provide computational re-
sources that can be scaled on demand in a multi-tenant environment. In this section, we provide an
overview of the state-of-the-art in cloud computation according to some of its relevant features [67].

e Scalability. In the current cloud landscape, data centres scale horizontally to cope with the in-
creasing complexity of computational requirements, number of users, and economies of scale. In
horizontal scaling, hosts are replicated to meet demand. However, this solution requires compu-
tations to be balanced across a wider range of resources, placing an extra burden on the network
infrastructure as well as increasing the energy footprint. Vertical scaling, on the other hand, is
seldom exploited by cloud providers, apart from upgrading to faster machines. This is because
vertical scaling requires complex analysis of the application logic running on the cloud, such as
internal dependencies and communication requirements, to exploit the capabilities of local com-
putational nodes, such as parallel architectures and specialised functional units.

e Heterogeneity. The cloud infrastructure is generally built around a homogeneous set of com-
modity hardware. Since general-purpose processors (CPUs) are limited by power and compute
density, heterogeneous resources acting as accelerators, such as FPGAs, digital signal processors
(DSPs), and GPGPUs, are capable of improving these metrics by orders of magnitude [55]. In
addition, such accelerators can be specialised for specific types of computations to achieve more
performance and energy efficiency. Cloud providers such as Amazon are recognising the benefits
of heterogeneity for the larger high-performance computing community, and offer GPGPU cluster
instances [5]. However, one of the challenges for adopting heterogeneity in cloud environments is
that native virtualisation support in accelerators is limited at best, but more typically non-existent.
This makes them difficult to share across multiple VMs. A notable exception is NVIDIA, which
introduced the VGX platform [57] in 2012. This platform allows a new generation of GPGPUs
to be virtualised by supporting, for instance, a hardware memory management unit that translates
virtual addresses, and a software-based GPGPU hypervisor allowing multiple VMs to use a single
physical GPGPU.

For hardware that does not support virtualisation, a common strategy, as adopted by Amazon
EC2 [7] for their GPGPU cluster instances, is to use peripheral component interconnect (PCI)
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pass-through to provide the VM direct access to accelerators [77]. On the other hand, instead
of passing the physical accelerators to the VM, approaches such as gVirtuS [35], vCuda [68],
and GViM [42] virtualise GPGPUs by using application programming interface (API) call inter-
ception and redirection between the software API operating in the VM and the physical GPGPU
installed in the host system.

Another form of virtualisation is through elastic functions [48, 76]. Unlike normal C-like func-
tions, elastic functions can capture multiple implementations (variants) with meta-information,
such as assumptions about characteristics of the input data. This allows a run-time system to
make informed decisions about which implementations to use to optimise the application code on
potentially different architectures. Developers simply need to call an elastic function, and rely on
the resource management system to make run-time decisions about how the workload is going to
be distributed across a multi-core heterogeneous system.

¢ Resource management. A typical cloud computing service, such as Amazon EC2, provides users
the option to select the number of virtual instances, the amount of memory, number of cores,
amount of storage and type of architecture (32-bit/64-bit). In addition, users can opt to use au-
tomatic scaling, in which the number of virtual instances is automatically increased or decreased
according to actual usage. This dynamic management of resources is yet far from optimal. To
start with, it is difficult for potential tenants to assert the relationship between pricing, effort and
benefits of using the cloud. This is largely due to the difficulty of establishing cost models and
mechanisms that allow tenants to perform capacity planning. To do so, tenants must understand
compute patterns, such as how they change periodically, and what kind of infrastructure is neces-
sary to support them [4]. Current automatic scaling technology is not fast enough to respond to
sudden changes in capacity needs [51, 79]. This effectively forces cloud tenants to over-provision
resources to guarantee quality of service at higher costs. On the other hand, cloud providers are
not able to capitalise under-utilisation to fully exploit their infrastructure.

e Resource sharing. Cloud platforms allow multiple users to deploy applications on the same hard-
ware infrastructure. Currently there are different mechanisms that support multi-tenancy accord-
ing to the cloud model used. For IaaS approaches, such as Amazon EC2 and Google Compute
Engine [37], the same physical hardware can be shared by multiple operating system instances
using a hypervisor. On the other hand, in a PaaS context, such as Heroku [44] and Google App
Engine [36], code and data are isolated for different applications and users on the same operating
system instance. This prevents the need to allocate virtual instances for every launched application
or service, but creating adequate isolation mechanisms remain a major challenge. In particular,
one of the difficulties of implementing isolation is distinguishing how specific users affect re-
source consumption. This is a necessary capability not only to assess usage/cost value for cloud
tenants, but also to guarantee quality of service (QoS) on a per-tenant basis.

In addition, current resource sharing technology is still vulnerable to security issues [39] where,
for instance, a tenant’s data and code spaces can be compromised. Examples of computational
resource vulnerabilities include: attackers analysing and exploiting vulnerabilities in virtual tem-
plate images that are cloned to provide on-demand services; data leakage caused by VM replica-
tion; and cryptographic vulnerabilities due to weak random number generation brought by virtu-
alisation layers.
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e Performance. Cloud platforms are natural candidates for providing high-performance comput-
ing due to their potential to support large-scale hardware infrastructures. But there are factors
as mentioned previously that affect performance, such as scalability level, type of infrastructure
used, how the application was developed, and how resources are exploited. As the infrastruc-
ture becomes larger, more complex and heterogeneous, it becomes increasingly difficult for cloud
tenants to effectively exploit the cloud infrastructure (which is mostly hidden from them), and
cloud providers to take full potential of their infrastructure. A popular programming paradigm for
exploiting clusters and data centres is MapReduce, which allows tenants to reformulate embar-
rassingly data-parallel programs to effectively exploit multiple distributed compute nodes. Other
forms of exploiting the cloud infrastructure is the use acceleration services provided by the cloud
provider in specific application domains [70].

2.3 Communication

Cloud providers do not typically disclose any information on their network architecture (e.g., how their
servers and other computing devices are interconnected) or network management (e.g., how they make
sure that the network is not overloaded, or how they handle link or network-device failures). Based
on the glimpses that researchers get and report every now and then [3], the typical cloud network is
organised in a tree: servers and other computing devices are physically connected to edge switches that
are in turn physically connected to (fewer) aggregation switches that are physically connected to (even
fewer) core switches. In this setting, then, the edge switches constitute the leaves of the tree, while
the core switches are at the root. To reduce cost, the network links are typically oversubscribed and so
cannot accommodate just any traffic pattern among the servers.

The research community has already identified at least two disadvantages of this approach: (1) the
high cost of maintaining different kinds of switches, especially the aggregation and core switches, which
need to satisfy significantly higher bandwidth requirements than the edge switches, and (2) the lack of
support for full bisection bandwidth. The latter refers to the inability to accommodate arbitrary traffic
patterns among the servers due to the over-subscription of the network links. To remedy these problems,
researchers have proposed network architectures that offer full bisection bandwidth at a lower cost; they
achieve this by using more sophisticated interconnection topologies (e.g., a fat tree instead of a classic
tree [3]) and more sophisticated routing algorithms (e.g., valiant load balancing among some of the
switches [38]). An alternative approach to reducing cost, although not necessarily offering full bisection
bandwidth, is to replace traditional network devices with commodity servers [22, 40, 41].

We do not provide more details regarding the current and upcoming cloud network architectures,
because our goal is not to innovate in that area. In particular, we do not want to change the network
interconnect or routing algorithms, but rather the programmability of the network. Current network
devices are typically not programmable, which means that once they are deployed, one cannot make
them support new types of traffic processing. Yet, we have strong evidence that the performance of
certain data centre applications, such as MapReduce, would benefit significantly from certain types of in-
network computation [23]. What we want to do, then, is to enable the data centre operator to reprogram
the network devices with new types of in-network computation, depending on the applications that are
to be run.

Our goal is related to the recent work on software routers, which are network devices built from
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programmable components, such as CPUs and GPGPUs. Several research prototypes have demon-
strated that such programmable hardware is capable of high-performance packet processing (i.e., line
rates of 10 Gbps or more), assuming simple, uniform workloads, where all the packets are subjected to
one particular type of packet processing: IP forwarding [27], GPGPU-aided IP forwarding [43], multi-
dimensional packet classification [50], or cryptographic operations [46]. Similar to this work, we want
to build high-performance, programmable network devices. However, unlike this work, we are inter-
ested in network devices that can run a wide range of packet-processing applications and simultaneously
serve multiple clients with widely different needs.

2.4 Storage

Storage in clouds comes in three flavours: databases, file-based storage, and block-based storage. We
consider the state-of-the-art for each in turn.

e Databases. Most cloud providers provide managed databases for structured data. The offers can
roughly be split into SQL and NoSQL databases. Almost all cloud providers provide some man-
aged SQL databases such as basic Oracle Database [62] or MySQL [54]. NoSQL databases are
usually Google BigTable [16] clones or data warehouse infrastructures such as Apache Hive [11].

o File-based storage. can be used as an interface to content-delivery networks, where the cloud
provider distributes copies of the file world-wide, and access time for customers is lower. It can
also be used as a front end to backup services, where multiple replicas of the objects (files) are
stored to increase durability. We are not aware of any major cloud provider offering distributed
file systems with portable operating system interface (POSIX) semantics, which would make the
sharing of data between legacy applications easier.

¢ Block-based storage. This form of storage provides only raw block devices without a file system.
The advantage is that the user can decide which file system they want to use and they can aggregate
several redundant array of independent disks (RAID) volumes into one. The storage is either
provided by local disks on the same physical node or on remote disks over the network, such as
in Amazon EBS [9].

In the following, we use the same five features from the state of the art in cloud computation description
to analyse storage.

e Scalability. For scalability, we have to analyse the three different storage flavours separately.
For traditional SQL databases the most commonly used option is vertical scaling. Except for
expensive hardware solutions, horizontal scaling is oriented towards read-only replicas. NoSQL
databases are focused on horizontal scaling. This is transparently handled by the provider. In
managed deployments, users either provision throughput or the number of servers.

For file-based storage, both vertical and horizontal scalability can be handled seamlessly by the
cloud provider. There are no practical limits on the number of objects (files) or the access fre-
quency.

11



GENERAL REQUIREMENTS REPORT HARNESS DELIVERABLE 2.1

For block-based storage, vertical scalability is limited by the physical limits of the devices and
how many devices can be aggregated using RAID. These are inherent limits that also apply to
non-cloud environments.

o Heterogeneity. All major cloud providers have started to adopt SSDs. Depending on the appli-
cation profile, users can now choose between hard disk drives (HDDs) and SSDs. Often, it is
also possible to provision resources on a more abstract level by specifying desired input/output
operations per second (10PS).

e Resource management. For databases and file-based storage, there are automatic scaling options
within limits. For block-based storage, the reserved resources are usually fixed. But changing the
deployment of data-intensive services is expensive because data must be copied.

e Portability. Storage portability is easier than for computational resources. Databases are often
based on standard open-source software, which makes changing providers easier. For file-based
storage, smaller providers tend to copy the market leader’s APIs.

e Performance. Performance tuning is a major issue with storage. Some products come with tight
performance guarantees, while others only provide best effort. Moreover, they lack mechanisms
for isolating multiple tenants on the same device or service.

Studies have shown that when Amazon introduced block storage with provisioned IOPS, storage
performance became much more predictable. However, they can only guarantee performance for
random access, as there are still no products that can guarantee performance for sequential access.
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3 HARNESS General Requirements

This section presents the general requirements for HARNESS. These requirements cover the main tech-
nologies to be developed within the project: a PaaS platform for managing heterogeneous technologies
and the infrastructures for managing heterogeneous computation, communication, and storage resources
and their interactions with the PaaS platform management layer. Each requirement has an accompanying
description, the level of innovation required to fulfil the requirement, the level of importance in fulfill-
ing the requirement, possible dependencies with other requirements, and the related DoW tasks charged
with fulfilling the requirement.

3.1 Platform

The goal of the HARNESS platform is to offer an execution environment capable of deploying appli-
cations over a collection of heterogeneous computation, communication, and storage resources in the
cloud. It will support the specification of flexible applications capable of exploiting this heterogeneity
and dynamically change its use of resources based on its current workload, the current cost and avail-
ability of specialised resources, and the SLA that it is supposed to achieve. Similarly, the cloud platform
operator will be able to steer the resource usage of applications to satisfy their own objectives such as
load balancing, consolidation, energy efficiency, and profit.

R1 ] Provide an execution platform for using heterogeneous resources
The HARNESS platform should provide an execution platform capable of deploying cloud
applications over heterogeneous resources.

State-of-the-art focus: platforms, heterogeneity.
Task: T6.1, | Innovation: high Importance: critical
Té6.2, T6.3 Dependencies: R9, R11-R15, R17-24
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R2 ] Provide support for flexible applications

The HARNESS platform should support the execution of applications offering a level of freedom in
the set of computational, communication, and storage resources they require. This may be realised
by a variety of mechanisms: (i) defining rules for horizontal scalability of the application;

(ii) authorising application developers to provide multiple implementations of the same functionality
featuring different trade offs between the required resources and the achieved performance;

(iii) automatically recompiling applications as a means to automate the generation of multiple
versions of the application. The platform will autonomously choose one of the available deployment
options in order to best enforce the required SLA.

State-of-the-art focus: platforms, heterogeneity.
Task: T6.1, | Innovation: high Importance: critical
T6.2, T6.3 Dependencies: R3-R4,R6-R8, R11-R12, R14-R16, R20-23

R3 Provide an application description language

The HARNESS platform should provide a description language that application developers can use
to specify the functional and non-functional requirements of an application. The functional
requirements include the list of software components of the application as well as the location of
executables, input and output data. Non-functional requirements include a description of the
different ways the application may be deployed on various sets of resources.

State-of-the-art focus: platforms.
Task: T6.1 | Innovation: medium Importance: critical
Dependencies: none

R4 Provide an SLA description language
The HARNESS platform should provide a language to allow application users to specify their
expectations of application performance and execution costs.

State-of-the-art focus: platforms.

Task: T6.1 | Innovation: low Importance: moderate
Dependencies: none

R5 Implement application performance model generation

The platform should be able to conduct experiments in order to learn the performance behaviour of
new flexible applications.

State-of-the-art focus: platforms.

Task: T6.2 | Innovation: high Importance: moderate
Dependencies: R1-R2
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R6 \ Implement resource co-allocation scheduler (per application)
The platform should be able to translate resource co-allocation requests into a set of single-resource
reservation requests in order to best satisfy an application’s SLA.

State-of-the-art focus: platforms.
Task: T6.2 | Innovation: high Importance: critical
Dependencies: none

R7 Implement resource co-allocation scheduler (multi-application)
When confronted with conflicting resource reservation requirements from multiple applications, the
platform should make informed decisions in order to maximise the cloud operator’s profits.

State-of-the-art focus: platforms.
Task: T6.3 | Innovation: high Importance: critical
Dependencies: none

RS Provide design patterns for flexible applications
The project should identify best practices for the development of flexible applications to be deployed
on the HARNESS platform.

State-of-the-art focus: platforms, application domains.
Task: T6.4 | Innovation: medium Importance: moderate
Dependencies: R2

3.2 Computation

The next set of requirements relate to compile-time and run-time generation and exploitation of hetero-
geneous computation resources in the context of the HARNESS platform.

R9 Develop a heterogeneous computational resource discovery protocol

The protocol should provide the cloud platform layer with an inventory of available computational
resources such as CPUs, FPGAs, and GPGPUs (see Figure 1.1). This will be coarse grained in
nature, providing the level of granularity required by the cloud platform to make high-level job
placement decisions. Placement decisions will then be passed to a computational resource manager
for run-time allocation.

State-of-the-art focus: heterogeneity, resource management.
Task: T3.1 | Innovation: medium Importance: critical
Dependencies: none
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R10 ] Develop a compiler infrastructure to derive multi-target design variants

The compiler infrastructure should allow domain-specific knowledge about the application and/or
hardware platform to be codified and subsequently applied in a systematic and automated way to
generate multiple designs that satisfy different non-functional concerns such as performance,
resource utilisation and energy efficiency. The development of high-performance applications is
typically a long and error-prone process due to the complexity of the hardware processing elements
and the multitude of possible design choices. With the proposed compiler infrastructure, cloud
providers will reduce time-to-market of new acceleration services for cloud tenants, exploiting the
underlying hardware infrastructure. In addition, multi-target design variants will support vertical
scaling (elasticity) in HARNESS by allowing a resource manager to select which designs to use
according to an established usage/cost trade off.

State-of-the-art focus: scalability, heterogeneity, performance.
Task: T3.1 | Innovation: high Importance: moderate
Dependencies: none

R11 ] Provide characterisation of heterogeneous applications

Characterise each low-level task, by heterogeneous resource used, based on the quantity of data, data
transfer speed and other metrics, such that the benefit of using such a resource is known at run time.
Using these low-level task characterisations, we will be able to provide an implementation
evaluation that can be used by the HARNESS platform to select a particular application
implementation in the absence of any accrued historical data.

State-of-the-art focus: scalability, resource management.
Task: T3.1 | Innovation: high Importance: critical
Dependencies: none

R12 ] Enable shared use of heterogeneous computational resources

While conventional CPUs can be shared between multiple processes, through the use of
operating-system scheduling techniques, or multiple users entirely isolated, through the use of
virtual machines, no such mechanisms exist for the full range of heterogeneous computational
resources that will be exploited by HARNESS. Resource sharing will be critical for supporting
multi-tenancy and maximising the benefits of heterogeneous computational units, particularly for
high-value resources such as FPGA-based DFEs, where under-utilisation represents a significant
wasted capital investment.

State-of-the-art focus: heterogeneity, resource management, resource sharing, performance.

Task: T3.3 | Innovation: high Importance: critical
Dependencies: none
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R13 ] Provide monitoring data to support decision making at the cloud platform layer
The cloud platform layer will allocate resources to applications based on an estimate of the
performance of such an allocation. Estimates will be created from measured performance over the
lifetime of the cloud’s operation. In order to maximise the accuracy of these estimates, applications
should measure and feedback performance data so that the cloud platform layer can learn from and
improve upon allocation decisions.

State-of-the-art focus: resource management, resource sharing.
Task: T3.3 | Innovation: medium Importance: critical
Dependencies: none

R14 Optimise the use of resources according to optimisation goals within constraints
provided by the cloud platform layer.

Given a budget or allocation of resources from the cloud platform layer, applications should aim to
optimise their performance by choosing to run compute tasks on the best available resources at run
time, based on the current demand placed upon the computational resources and the expected
performance. The best device is chosen to be the one that can best satisfy the performance
constraints that the cloud layer communicates, such as minimal execution time, highest precision or
lowest power consumption. The resource manager will operate at a node level and have access to
CPUs, local co-processors, such as GPGPUs and remote computational elements such as DFEs.
Achieving best use of these resources is required to maximise profit for the cloud vendor and
minimise cost for the consumer. Therefore, a key requirement of the resource manager is to manage
application interactions with available resources to meet the goals set by the cloud platform layer.

State-of-the-art focus: scalability, resource management, performance.
Task: T3.2 | Innovation: high Importance: critical
Dependencies: R6

3.3 Communication

The next set of requirements relate to the integration of dependable and predictable programmable soft-
ware routers and in-networking processing into the HARNESS platform.

R15 ] Enable programming of network processing units

The network should export and implement an interface through which cloud applications can
leverage network processing units. For example, MapReduce applications can benefit significantly
from in-network aggregation. The network should provide a way to add such aggregation
functionality to programmable network-processing units, such as general-purpose CPUs or FPGAs.

State-of-the-art focus: network programmability, heterogeneity.
Task: T4.3 | Innovation: high Importance: critical
Dependencies: none
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R16 ] Implement verification of properties of network processing units

The properties of network-processing units should be verifiable. For example, suppose that a
network processing unit is programmed to perform a certain kind of packet filtering. It should be
possible to verify (prove) that this filtering does not cause the network processing unit to crash and
introduces no more than a known, acceptable per-packet latency.

State-of-the-art focus: network heterogeneity, performance.

Task: T4.1, | Innovation: high Importance: critical
T4.3 Dependencies: none
R17 Provide a description of network resources

The network should report to the platform: (i) the availability of in-network processing units: (ii) the
functions they support; (iii) their performance properties; and (iv) the capacity between each pair of
directly connected network processing units. For example, the platform should know that there
exists a switch with 64 10 Gbps ports, interconnected through an ASIC that performs switching and
filtering at full bisection bandwidth, and that this ASIC is connected through a 100 Gbps link to 16
general-purpose 2.8 GHz cores that are programmed to perform in-network aggregation at a certain
rate. This is necessary to enable the platform to allocate specific network resources to specific tenant
applications.

State-of-the-art focus: network management.

Task: T4.2 | Innovation: low Importance: critical
Dependencies: none

R18 ] Manage the allocation of network resources

The network should allow the platform to allocate network resources to specific tasks. For example,
the platform should be allowed to dictate that a particular distributed application be allocated 5 Gbps
between two general-purpose cores (located either at a server or inside a network-packet-processing
unit). This is necessary to enable the platform to ensure a certain level of performance to each task.

State-of-the-art focus: network management, heterogeneity, performance.

Task: T4.2 | Innovation: medium Importance: critical
Dependencies: R6

R19 ] Provide reporting of network-resource usage

The network should report to the platform how much each network resource is currently used. For
example, the platform should know that a particular in-network processing unit is idle. This is
necessary to enable the platform to reuse recently freed network resources.

State-of-the-art focus: network management.

Task: T4.2 | Innovation: low Importance: critical
Dependencies: none
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3.4 Storage

The goal of the storage component is to provide different kinds of storage with different performance
profiles. Instead of reserving physical devices per reservation, HARNESS will map several reservations
to the same device to lower the cost to the user. The challenge will be the enforcement of the guaranteed
performance and the optimal mapping of reservations to devices.

The final set of requirements relate to heterogeneous storage in the HARNESS platform.

R20 Implement resource reservations that are abstract from physical devices

An abstract description of the required storage resources should be specified, rather than a list of
physical devices. For example, users can decide between four different storage classes: random
access, sequential access, best effort, and cold storage. They must only provide expected IOPS.
Additionally, the platform must describe durability requirements.

State-of-the-art focus: heterogeneity, resource management.

Task: T5.2, | Innovation: medium Importance: critical
T5.3 Dependencies: R6
R21 ] Implement time-dependent anticipated usage pattern

It should be possible to describe how the storage usage pattern will change over time. This will
allow the scheduler to make better use of physical resources by collocating reservations with
complementary usage patterns.

State-of-the-art focus: resource management, performance.
Task: T5.3 | Innovation: high Importance: moderate
Dependencies: none

R22 ] Implement virtual storage classes

Storage devices should be virtualised. By placing several reservations from potentially different
storage classes, we can make more efficient use of resources. This contrasts with today’s practice,
where every physical device is used for just one storage class.

State-of-the-art focus: resource management.
Task: T5.3 | Innovation: high Importance: critical
Dependencies: none

R23 Develop performance models

Performance models of the different kinds of storage devices must be developed. For example, the
model should describe how they perform under random, sequential, and concurrent access. The
performance models will be used by the scheduler.

State-of-the-art focus: performance.
Task: T5.1 | Innovation: medium Importance: critical
Dependencies: none
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R24 ] Provide run-time summary of available resources to the platform
For scheduling decisions, the storage layer must provide summaries of the available storage
resources, both statically and dynamically.

State-of-the-art focus: resource management.

Task: T6.2 | Innovation: low Importance: critical
Dependencies: none
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4 Relevant EC FP Projects

This chapter summarises relevant EC-funded Framework Programme (FP) projects with specific focus
on the main research areas within HARNESS: cloud platforms, computation, communication, and stor-
age. We consider each research area in turn, summarising the goals and/or achievements of each project,
indicating whether HARNESS partners are or were involved in the project, and indicate how they could
contribute to the general requirements presented in Chapter 3.

4.1 Cloud Platforms

In this section we summarise the contributions of relevant FP projects that provide cloud PaaS and IaaS
environments.

] Project \ Relevant Focus | Period | HARNESS Partners |
4CaaSt Complex multi-tier applications 2010-2013 SAP, ZIB
ADVANCE Performance feedback for concurrent programs 2010-2013 SAP
on heterogeneous resources

Cloud-T™M Distributed transactional memory 2010-2013

ConPaa$ (Contrail) Integrated .run?tlme environment for elastic 2010-2013 UR]!
cloud applications

CumuloNimbo Scalability of transactional consistency 2010-2013 SAP

REMICS Reuse and migration of legacy applications 2010-2013

SRT-15 Content.-based routing on hybrid cloud 2010-2013 SAP
computing infrastructures

Cloud4SOA Interoperability and vendor lock-in 2010-2013

Contrail Cloud federations 2010-2013 URI!

InterSECTION Security of complex networked systems 2008-2010

OPTIMIS Optimising the full cloud service life cycle 2010-2013

RESERVOIR CRlzl;eéznce architecture for next generation IaaS 20082011 SAP

SLA@SOI SLAs 2008-2011 SAP

TClouds Security and privacy of distributed systems 2010-2013

4.1.1 4CaaSt

4CaaSt [1] aims to build an advanced PaaS platform with a special focus on complex multi-tier applica-
tions. Applications will be described by a blueprint, which is a declarative language for describing the
interaction of different services. Customers can use preexisting blueprints from a marketplace provided
by 4CaaSt or design their own applications. The platform will automatically optimise performance and
scale the deployment to support SLAs.

"UR1’s team leader was previously a member of the Contrail project and the main architect of ConPaa$.

21



GENERAL REQUIREMENTS REPORT HARNESS DELIVERABLE 2.1

A smaller part of the project tries to make existing telecommunication APIs available to cloud ap-
plications. Two large telecommunication companies are members of the project and support this effort.

4.1.2 ADVANCE

ADVANCE [2] aims to use statistical performance feedback to dynamically adapt concurrent programs
to heterogeneous resources. The core of the project is to create a cost-centric directed virtualisation
layer for hardware present in a system. The goal of this costing approach is to make access to devices
transparent to the programmer while maintaining requirements of performance and power consump-
tion. The project looks at language extensions to capture performance information and aims to create
a “write-once, deploy-anywhere” programming paradigm using a virtualisation layer to transform code
into targeted implementations. Other work within the project creates resource prediction models from
user-supplied information and program feedback, looks at compilation costing of the program to target
the virtualisation layer, and uses program cost models and run-time feedback to place execution.

4.1.3 Cloud-TM

Cloud-TM [17] aims to define a novel programming paradigm to facilitate the development and admin-
istration of cloud applications. It develops a distributed transactional memory middleware that relieves
programmers of the burden of coding for distribution, persistence and fault tolerance, letting them focus
on delivering differentiating business value. Further, the Cloud-TM platform aims to minimise the op-
erational costs of cloud applications, pursuing optimal efficiency via autonomic resource provisioning
and pervasive self-tuning schemes.

4.1.4 ConPaaS

ConPaaS [20, 63] is a run-time environment for hosting applications in the cloud. It aims to offer the
full power of the cloud to application developers while shielding them from its associated complexity.
ConPaaS is designed to host both high-performance scientific applications and online Web applications.
It automates the entire life cycle of an application, including collaborative development, deployment,
performance monitoring, and automatic scaling. Finally, it runs on a variety of public and private clouds,
and is easily extensible. This allows developers to focus their attention on application-specific concerns
rather than on cloud-specific details. Services can be easily composed and are elastic.

The main architect of the ConPaaS system is now working at the HARNESS partner UR1. We plan
to use ConPaaS as the basis for further developments in the HARNESS project.

4.1.5 CumuloNimbo

CumuloNimbo [25] aims to address “vital” issues in future cloud computing platforms by developing a
highly scalable PaaS. The platform will provide full transactional guarantees without constraining how
applications are developed. The project addresses the scalability and dependability of service platforms
with the goal of achieving high scalability (100+ nodes) with strong transactional consistency and ease
of programming. Research activities focus on five main areas: strong consistency; update scalability;
dependability; elasticity; and low latency and high throughput. The project aims to adopt a “holistic”
approach, by considering all of the application server, database server, file system and storage tiers, as
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well as distribution and transactional coordination. Currently there are no software outputs from the
project and no details on plans for this.

4.1.6 REMICS

REMICS [65] proposes methodologies for the migration of legacy systems to service clouds by provid-
ing a model-driven methodology and tools. This will be achieved by driving the standardisation work in
the Object Management Group (OMG) and by providing project results under open-source licenses.

4.1.7 SRT-15

SRT-15 [71] combines complex event processing, content-based routing and dependability, and privacy
technologies to produce a distributed service platform that allows enterprise applications to interact.
This platform aims to facilitate the processing of large volumes of data (coming to and from a variety of
heterogeneous distributed enterprise services) on a hybrid cloud computing infrastructure. Developed
under the SRT-15 project, StreamLine3G [72] is a scalable, elastic and fault tolerant event process-
ing/data streaming engine inspired by MapReduce [26]. It aims to overcome the high latency of the
batch processing involved in the store and process method. It is publicly available as of May 2012 and
has been used by a number of companies. PASC is a Java library that prevents the propagation of errors
caused by data corruption in processes of a distributed system [30]. Within the context of the SRT-15
project, the Italian SME Epsilon has developed an application that provides dependable QoS monitoring
of enterprise services running in the cloud. It is being tested and validated with a smart metering case
study that implements remote monitoring of power consumption in a smart grid environment.

4.1.8 Cloud4SOA

Cloud4SOA [18] addresses the issue of interoperability and vendor lock-in with respect to cloud com-
puting platforms. The project aims to interconnect PaaS offerings in a way that allows for data to be
managed and migrated across platforms that use different data models and APIs. Interconnection is
restricted to platforms that share the same background technology, such as Java-to-Java or PHP-to-PHP,
and is achieved though platform-specific adaptors that act as proxies between the Cloud4SOA system
and the various provider platforms. Developers wanting to deploy their application on the cloud can
take advantage of the system’s algorithm for matching application profiles to semantic descriptions of
available PaaS offerings. The health and performance of distributed applications can also be monitored.
Cloud4SOA is scheduled for a beta release in October 2013 and will be available on GitHub. Developers
can create new adaptors and customise existing adaptors to suit their needs.

4.1.9 Contrail

Contrail [21] vertically integrates an open-source distributed operating system for autonomous resource
management in IaaS environments with high-level services and run-time environments as foundations
for PaaS. The ConPaaS system mentioned above is one outcome of the Contrail project. The main
achievement will be a tightly integrated software stack in open source including a comprehensive set
of system, run-time and high-level services providing standardised interfaces for supporting coopera-
tion and resource sharing over cloud federations. Contrail will address key technological challenges in
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existing commercial and academic clouds: the lack of standardised rich and stable interfaces; limited
trust from customers; and relatively poor QoS guarantees regarding the performance and availability of
cloud resources. Addressing these important issues is fundamental to support large user communities
formed of individual citizens and/or organisations relying on cloud resources for their mission-critical
applications. The main contribution of Contrail is an integrated approach to virtualisation, offering laaS
services for laaS cloud federation, and PaaS. It will aim at equalling current commercial clouds, and
surpassing them in a number of selected key domains to facilitate industrial uptake of federated cloud
computing.

4.1.10 InterSECTION

InterSECTION [45] aimed to develop algorithms and techniques that enhance the security of complex
networked systems. The project was focused on distributed systems, interconnected over heterogeneous
networks. A representative example would be a cloud that consists of multiple data centres, intercon-
nected over the Internet. One aspect that makes such a system particularly challenging to secure is that
the networks that interconnect its components are themselves vulnerable to a large variety of attacks.
The project addresses this challenge through new algorithms and techniques for network monitoring,
anomaly and intrusion detection, malware detection and analysis, and network status visualisation. In-
terSECTION is relevant to HARNESS in the sense that it could help secure any cloud infrastructure. Its
focus, however, is on the security of heterogeneous networks, not on heterogeneous resource manage-
ment.

4.1.11 OPTIMIS

OPTIMIS [60] provides an architectural framework and development toolkit for optimising the full
cloud service life cycle, service construction, deployment and operation in the cloud. The toolkit mea-
sures what it calls “key cloud deployment variables”—trust, risk, eco-efficiency, and cost—that can then
used to allow cloud service providers to make decisions on deployment, while also enabling deployment
on all cloud variants (private, hybrid, federated and multi). The OPTIMIS toolkit [61] is released as an
open-source download. A key feature is a monitoring infrastructure that gathers real-time information
on physical and virtual resources. Another component gathers information on trust, risk, eco-efficiency
and cost for both infrastructure providers and service providers. Other components manage service con-
struction, deployment and optimisation, image creation, data management across cloud environments,
VM management, including elasticity management, and handling fault tolerance of virtual machine in-
stances.

4.1.12 RESERVOIR

RESERVOIR [66] defined a reference architecture designed to meet next generation IaaS cloud require-
ments, such as guaranteeing SLAs, automating service deployment, provisioning and scalability. The
architecture is independent of different virtualisation technologies, supports federation across public,
private and hybrid clouds and makes use of open/standard specifications. The CLAUDIA platform is a
spin-out technology from RESERVOIR. CLAUDIA manages services as a whole, controlling the con-
figuration of multiple VMs, virtual networks and storage. It has a number of plug-ins that orchestrate
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virtual resource allocation using a virtual infrastructure manager, such as OpenNebula [59], Eucaly-
pus [28] or vSphere [75], for deploying services to private clouds with support for deployment to public
clouds such as Amazon, Flexiscale [32] and others. This is available as a software download and is
also integrated with OpenNebula. The RESERVOIR project made use of the Lattice monitoring frame-
work [47] for monitoring of components. Lattice can be used to build a bespoke monitoring subsystem
and so may be of interest to HARNESS for monitoring components. It is distributed under a Lesser
General Public License (LGPL) license and available for download.

4.1.13 SLA@SOI

SLA@SOI [69] aimed to support a service-oriented economy, where I'T-based services can be flexibly
traded as economic goods, that is, under well-defined and dependable conditions and with clearly associ-
ated costs. The idea is that this would allow for dynamic value networks that can be flexibly instantiated,
thus driving innovation and competitiveness. SLA@SOI attempted to provide three major benefits to
the provisioning of services: predictability and dependability, such that the quality characteristics of
services can be enforced at run time; transparent SLA management, such that the SLAs defining the
conditions under which services are provided/consumed can be transparently managed across the whole
business and IT stack; and automation, such that the process of negotiating SLAs and provisioning,
delivery and monitoring of services can be automated, allowing for highly dynamic and scalable service
consumption.

4.1.14 TClouds

TClouds [73] aims to develop a framework that enhances the security and privacy of distributed systems.
The project is focused on systems whose components potentially belong to different administrative en-
tities. A representative example would be a multi-cloud, where each constituent cloud is located in a
different country, hence subject to different security and privacy regulations. The challenge is how to
interconnect these components in a way that allows us to reason about the security and privacy, not
only of each separate component, but of the distributed system as a whole. A key goal of the project
is to identify and address the legal and business implications of such interconnections. TClouds is rel-
evant to HARNESS in the sense that it could be used to interconnect one HARNESS clouds. Its focus,
however, is on the security and privacy boundaries between different administrative domains, not on
heterogeneous resource management.

4.1.15 Relation to HARNESS General Requirements

The projects described above target various complementary forms of PaaS and [aaS environments. Sev-
eral address questions such as resource discovery, scheduling, SLA negotiation and monitoring. Some
address various security concerns in a cloud environment. Together, they provide a conceptual foun-
dation that the HARNESS project can exploit wherever possible. However, none of them explicitly
addresses the specific challenge of efficiently hosting applications in heterogeneous clouds.

The following two tables indicate which projects could contribute to the HARNESS requirements
described in Section 3.1.
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R8: Provide design patterns for flexible ) °
applications
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4.2 Computation

In this section we summarise the contributions of relevant FP projects that provide the basis for exploit-
ing heterogeneous computational resources in HARNESS.

| Project | Relevant Focus | Period | HARNESS Partners |

MORPHEUS Heterogeneous mul.tl-core platform with 2006-2008
reconfigurable fabric

HARTES Programmlng methodology and compilation 2006-2009 IMP
design-flow for heterogeneous platforms

PEPPHER Unified programming framework for heterogeneous 2010-2012
platforms

REELECT Aspect—or.lented design-flow for capturing 2010-2012 IMP
non-functional concerns

FASTER Advanced mapping and verification schemes for 2011-2013 MAX, IMP
reconfigurable hardware

4.2.1 MORPHEUS

MORPHEUS [53] provided a heterogeneous platform for embedded devices. The project designed an
multiprocessor system-on-chip (MPSoC) that included an ARM9 general-purpose processor that coor-
dinated three types of reconfigurable units acting as co-processors and operating under different levels
of granularity. In addition, the MORPHEUS project provided a programming model that viewed its
heterogeneous platform as a single virtual processor, and in which reconfigurable accelerators acted as
customised functional units to extend the instruction set architecture.

Developers, however, were required to manually partition the application, and map each partition to
suitable accelerators. By carefully deciding which functions would be offloaded to reconfigurable units
and which would be implemented in software, one could expect an increase in performance, flexibility
and reuse capability. Some of the techniques used in MORPHEUS for offloading parts of the computa-
tion to multi-core reconfigurable accelerators acting as co-processors will prove useful in the context of
HARNESS to exploit the underlying cloud infrastructure.

4.2.2 HARTES

HARTES [13] provided a compilation approach for embedded heterogeneous multi-core platforms, in
which the complexity of the underlying hardware, including CPU, DSP and FPGA processing elements,
was abstracted from developers.

The HARTES compilation framework provided developers a familiar programming paradigm, oper-
ating on sequential C-language descriptions, with all the steps of mapping the application to the multi-
core platform fully automated to achieve real-time constraints. To achieve this purpose, the HARTES
compilation framework included a number of compilation engines, such as a task transformation per-
forming code and loop transformations that could be customised for a particular processing element,
a task partitioning engine that restructured the application to exploit different task granularities, and a
mapping selection process [49] that assigned existing tasks to available processing elements. In addi-
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tion, the compiler framework could integrate different compiler back ends specific to each processing
element.

The tool chain also supported an extensive pragma annotation facility inspired by OpenMP [58],
which allowed developers to control parallelism, partitioning and mapping selection, thereby supporting
a semi-automatic design flow. These compilation engines, the annotation facility, and the programming
model that hides away heterogeneity, will be part of the technology that allows programmers to develop
cloud-based applications in HARNESS.

4.2.3 PEPPHER

PEPPHER [12] developed a unified framework for programming and optimising applications for het-
erogeneous multi-core CPUs with GPGPU-type accelerators. In particular, it focused on how to enable
performance and portability while minimising programming effort, rather than requiring applications or
algorithms to be repeatedly re-implemented for each generation of hardware.

The key idea behind PEPPHER was to maintain multiple implementation variants of performance-
critical components of the application and schedule these efficiently either dynamically or statically
across the available CPU and GPGPU resources. Implementation variants are developed manually,
through compilation support, by composition, or by auto-tuning.

While PEPPHER focused on a subset of the heterogeneous computational resources addressed by
HARNESS, the results could be leveraged by HARNESS to reduce programming effort required for
low-level resource utilisation.

4.24 REFLECT

REFLECT [64] focused on compilation techniques aimed at increasing design productivity and main-
tainability, and assisting developers in generating and exploring alternative and competing hard-
ware/software designs when mapped onto heterogeneous architectures. With the REFLECT tool chain,
developers were able to decouple functional and non-functional concerns. In particular, functional con-
cerns capture algorithmic behaviour and are implemented using traditional languages such as C. Non-
functional concerns, on the other hand, deal with desired qualities of the application, such as perfor-
mance and resource efficiency. For this purpose, a new aspect-oriented language called LARA [15] was
developed to capture non-functional concerns. The weaving process automatically combines applica-
tion sources and LARA aspects to derive an augmented application at compile time that satisfies both
functional and non-functional concerns.

For HARNESS, this aspect-oriented approach will bring two benefits to cloud providers offering
acceleration services. First, as functional and non-functional concerns are maintained independently,
they can be updated, removed or added more easily, thus significantly improving the maintainability and
portability of computational services across multiple cloud infrastructures. Second, as non-functional
concerns can be codified, this approach allows the development of compilation strategies that can be
reused and applied to different applications and target architectures, thus increasing design productivity.
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4.2.5 FASTER

FASTER [29] addresses the development of applications for partially reconfigurable hardware. The
project adopts a holistic approach, developing a complete methodology for implementing and verifying
a partially reconfigurable system on a platform that combines processors with reconfigurable devices.

The FASTER tool chain aims to support a programmer in moving from a static version of an ap-
plication (possibly software only) to a dynamic, reconfigurable hardware/software version. FASTER
will include a run-time scheduler that manages the reconfiguration of device resources during applica-
tion execution—a challenge that has similarities with those that must be addressed by the HARNESS
platform, but on a much more restricted scale.

We anticipate that the methodology and tool flow developed by FASTER could be used to program
reconfigurable computational resources that in the HARNESS platform. HARNESS partners IMP and
MAX are partners in FASTER and will help to ensure coordination between the two projects.

4.2.6 Relation to HARNESS General Requirements

The projects described above provide insight into programming models, compilation design flows, run-
time resource management, and how to efficiently exploit reconfigurable devices in a heterogeneous
environment. Three of these projects (HARTES, REFLECT and FASTER) have partners that are now
involved in HARNESS, which will facilitate technology transfer among them. One of the key contribu-
tions from these projects will be the LARA aspect-oriented work [15] developed in REFLECT, which
will be adapted to generate design variant implementations in the context of the HARNESS platform.

The following table indicates which projects could contribute to the HARNESS requirements de-
scribed in Section 3.2.
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R9: Develop a heterogeneous .
computational resource discovery
protocol
R10: Develop a compiler infrastructure to ° ° °
derive multi-target design variants
R11: Provide characterisation of .
heterogeneous applications
R12: Enable shared use of heterogeneous ° ° .

computational resources

R13: Provide monitoring data to support
decision making at the cloud

R14: Optimise the use of resources .
according to optimisation goals within
constraints provided by the cloud
platform layer
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4.3 Communication

In this section we summarise the contributions of relevant FP projects related to the communication
aspect of the HARNESS project.

| Project | Relevant Focus Period | HARNESS Partners
BonFIRE Multi-site cloud infrastructure for IoT 2010-2013 SAP
GEYSERS | Networking architecture for optical and IT resources 2010-2013 SAP
FLLWARE Internet architecture focused on QoS and security 2011-2014 SAP
guarantees
NOVI Access to and management of federated resources in 20102013
support of the Future Internet

4.3.1 BonFIRE

BonFIRE [14] provides a state-of-the art multi-site cloud facility for applications, services and systems
research. The facility gives researchers access to large-scale virtualised computational, communication,
and storage resources with high level control and monitoring services for detailed experimentation of
their systems and applications. The facility allows the evaluation of cross-cutting effects of converged
service and network infrastructures. Specific features of BonFIRE allow the reservation of large-scale
computational capacity with options for exclusive access to physical hosts and control over VM place-
ment within a test bed. VM images can be customised for a specific number of CPU cores and RAM
sizes with options for adding more storage and levels of persistence. In terms of networking, network
topology can be fully customised, so various networking configurations are possible. Bandwidth, latency
and loss rates can be statically or dynamically configured with further options to set background traffic
levels. BonFIRE extends Zabblix [78] to create a custom monitoring framework that allows fine-grained
monitoring of both virtual and physical resources. Another interesting feature is the ability to subscribe
to notifications regarding state and resource changes.

4.3.2 GEYSERS

GEYSERS [34] aims to create an architecture for the provisioning of optical network and IT resources,
by virtualising both traditional resources and optical networking resources. Two key components are
required to enable this functionality: the Logical Infrastructure Composition Layer (LICL) and the Net-
work Control Plane (NCP). The LICL controls deployment of virtual resources upon the physical net-
work and IT infrastructures layers. It enables application service infrastructures to interconnect logical
resources based on the requirements of virtual networking infrastructure operators while also handling
monitoring of the physical layer. The NCP is responsible for mapping the application requirements and
managing the logical infrastructure created by the LICL. Each independent logical infrastructure is man-
aged by one NCP that is responsible for the dynamic provisioning, monitoring and recovery functions.
Currently, there is no software released for open source consumption but this is planned for mid-2013.
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4.3.3 FI-WARE

FI-WARE [31] aims to develop a new Internet architecture that offers QoS and security guarantees, as
well as extensibility. The latter property relies on “generic enablers”, which are pieces of functionality
deployed at key network points that can be combined to offer a new service. In some sense, the FI-
WARE project is about turning the Internet into a massive cloud, and about providing the APIs through
which end users and operators will be able to program this cloud with new functionality. The HARNESS
context is a more modest one, as we do not aim to redesign the Internet, just the resource management
of clouds and data centres. However, the two projects could potentially benefit from each other: If we
view the Internet as a cloud, then it is a heterogeneous cloud, so our ideas of managing heterogeneous
resources apply. At the same time, we could inherit ideas on how to provide QoS and security guarantees
over a best-effort network.

434 NOVI

NOVI [56] shares the same goal with FI-WARE (summarised above): turn the Internet into a mas-
sive cloud and provide APIs through which end-users and operators can manage this cloud. Instead of
FI-WARE’s “generic enablers,” NOVI relies on “slices” of the network resources allocated to differ-
ent applications and users. One focus area of the NOVI project is the incorporation of Semantic Web
concepts. Another focus area is the “federation” of data, control, monitoring and resource manage-
ment across different administrative entities. HARNESS can certainly benefit from the resulting ideas,
although our context is more modest—one cloud with a wide variety of heterogeneous resources.

4.3.5 Relation to HARNESS General Requirements

We have identified two kinds of related projects. The first kind (BonFIRE and GEYSERS) provide
ways to allocate network resources to applications, as well as to monitor and report usage of network
resources. We can benefit from these by reusing some of their allocation, monitoring, and reporting
interfaces and techniques. The second kind (FI-WARE and NOVI) provide ways to extend the Internet
architecture with new functionality. We can benefit from these by learning from their experiences in
network programming (although programming the Internet is a much more ambitious goal than ours,
which is to program switches and middleboxes in a data centre).

The similarity between these projects and ours is that, at a high level, we all provide interfaces and
techniques for the management and/or programming of network (and other) resources. BonFIRE and
GEYSERS, in particular, provide interfaces and techniques for allocating, monitoring, and reporting on
the usage of network resources. We will try to benefit from them as much as possible, because our goal
is not to innovate in these particular aspects (resource allocation, monitoring, and reporting).

On the other hand, the communication part of the HARNESS project has a distinct angle that is
not covered by any existing project: a cloud that consists of heterogeneous and programmable network
devices (e.g., OpenFlow switches [33] and software middleboxes). The HARNESS project must un-
derstand how to best leverage these in order to improve application performance. For instance, the
performance of MapReduce applications can benefit significantly from in-network aggregation [24].
Hence, the HARNESS platform tries to allocate to each such application, not only end servers that per-
form mapping and reducing, but also network middleboxes that perform in-network aggregation. The
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difficult questions that we aim to answer are: what are the “right” interfaces for programming network
devices and how can we prove useful properties for them, such as that a network device performing
in-network aggregation will not introduce more than a certain amount of latency. FI-WARE and NOVI
can help us to answer the first question, although their level of programming is quite different from ours,
so it is unlikely that we can use their specific interfaces.

The following table indicates which projects could contribute to the HARNESS requirements de-
scribed in Section 3.3.
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R15: Enable programming of network processing units . .
R16: Implement verification of properties of network

processing units

R17: Provide a description of network resources °
R18: Manage the allocation of network resources o
R19: Provide reporting of network-resource usage o o

4.4 Storage

In this section we summarise the contributions of relevant FP projects that explicitly address storage.
While many of the projects described above also contain some aspect of storage, it is not their major
focus. For the purposes of this report, then, the three of interest are Contrail (4.1.9), RESERVOIR
(4.1.12), and VISION Cloud (4.4.1).

] Project | Relevant Focus | Period | HARNESS Partners |
Contrail Cloud federations 2010-2013 URI1!
RESERVOIR Reference architecture for next generation IaaS 2008-2011 SAP

clouds
VISION Cloud lc\;lj:ggmg and accessing large data volumes in the 2010-2013 SAP

4.4.1 VISION Cloud

VISION Cloud [74] focuses on the challenge of processing and managing large data volumes in the
cloud. VISION Cloud aims to enable the provision of data and storage services across administration
boundaries while maintaining quality of service and security guarantees. A main theme of VISION
Cloud is “computational storage” whereby execution is performed local to the data as much as possible.
The project also aims to create access to data, not through conventional targeting of the underlying stor-
age containers, but rather through rich meta-data and relationships via topology creation. The primary
deliverable from VISION Cloud (due September 2013) is an infrastructure demonstrating computational
storage and content-specific access to data. The two main uses cases are health care, allowing access to
personal data based on context and need, and telecommunications media streaming.
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4.4.2 Relation to HARNESS General Requirements

All major platform projects contain a storage component. But the number of projects solely focused on
storage is still small. We expect a large number of storage projects in the next FP calls with a focus
on so-called Big Data. Similar to the platform projects, they will also cover large parts of the cloud
software stack, but they will usually target a specific application with a heavy focus on machine learning
and decision making.

VISION Cloud is one of the early storage and Big Data projects. They concentrate on high-level ab-
stractions for data access and computational storage. Heterogeneous storage devices are not an identified
topic, as it is for HARNESS.

The following table indicates which projects could contribute to the HARNESS requirements de-
scribed in Section 3.4.

R20: Implement resource reservations that are abstract from ) o °
physical devices

R21: Implement time-dependent anticipated usage pattern

R22: Implement virtual storage classes ) ° °

R23: Develop performance models

R24: Provide run-time summary of available resources to the
platform
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5 Conclusions

This report presents the general requirements of the HARNESS project. HARNESS will develop an
enhanced cloud platform that utilises a collection of advanced, heterogeneous technologies. To realise
such a platform, a number of technical objectives must be met (Section 1.4).

We have evaluated the current state of the art in cloud computing (Chapter 2) and found that the lack
of fully integrated heterogeneous hardware into current cloud platforms leads to limitations, particularly
in performance and scalability. The requirements of the project address these issues.

We have assembled a list of general requirements for the project (Chapter 3) . These requirements are
unique to the project and its specific objectives and, as such, most will require a high level of innovation.
When these requirements are met, the resulting cloud platform will present a significant advancement in
cloud computing.

Finally, we have performed a comprehensive analysis of ongoing FP projects relevant to HARNESS
(Chapter 4). While they will provide valuable insight as the project progresses, none explicitly addresses
the challenges of exploiting heterogeneous hardware.
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